Nicole Kranich

May 2, 2008

Information Visualization 17:610:554

Folksonomies, Social Tagging, and Library Catalogs

For this project, I looked at four different types of “clusters” for tools in the information visualization field. The data domain was folksonomy visualization, or tagging/bookmarking by a group of users. Though each cluster had similarities which transcended the divisions I had placed on the clusters, they were set apart by three types: tools which used motion, size, and connectedness as a main way to get information to users. There was a fourth cluster which aimed to highlight the advent of folksonomies within libraries, specifically library catalogs.

The paper is divided into four sections. The first three compose the tools which are used to signify the clusters mentioned above. The fourth section ties it all together, by showing two examples of two different library catalogs. It asks the questions of how effective the catalogs are, and what could they have done better? How can librarians use the information gathered in the first three tools (Digg Labs Stack, SpaceNav, and TagGraph) to better improve their library’s catalogs and provide a more social experience for users? What are some other ways that information visualization can be used within the field of library sciences?

Digg Labs Stack

The first cluster is primarily categorized by the use of motion. The tool that I have decided to include for this paper was from Digg Lab’s Stack visualization
. The premise of this tool is to show, in real time, 100 stories which are currently being “digged” by Digg.com users. The user can either look at popular stories, newly submitted stories, or all activity.

Digg Labs Stack uses motion primarily in three ways for this tool. As it is started, the stories are created on the right side of the screen. At the moment of creation, each bar (representing a digged item) increases in length. When the bar hits the length desired, it is pushed to the left and a new bar is created. This process is done quickly, taking about 11 seconds to completely finish; when it is done, there is a line of 100 bars on the screen. It is my opinion that this use of motion serves as dressing to increase eye-appeal for the user, and serves as a positive distraction from the longer load time this application requires.

A second way that Digg Labs Stack uses motion is the “diggers” that fall from the top of the screen. The diggers, small white squares, are representations of the “diggs” that are currently happening. Each square falls onto the item it is associated with, effectively increasing the bar’s length by one square. This allows the users to visually see the popularity of each item, or, as Robertson, Card, and Mackinlay wrote, to use “visual abstraction to shift information to the perceptual system to speed information assimilation and retrieval” (1993, p. 59). This device allows the user to save time and make quicker decisions about which item they should click on.

The third way that Digg Labs Stack uses motion is by displaying the title of each item on the lower portion of the screen. As each item receives a digg, the title is displayed. Subsequent titles appear, displaces previous titles downward towards the end of the screen. This gives the user more of an idea of the titles that are being digged in real time. It can display about 9-12 titles at the same time. Older titles disappear off the screen, but if a user sees a title that he likes, he can still hover his mouse on the bars to find the item he is searching for.

In the beginning, the length of the bars representing each story are the same; length increases as more users digg the story. As the length increases, the username of the person who digged the item is briefly displayed above the bar. Clicking on the username will take the user to that person’s Digg homepage. This page shows the geographical location, the date the user joined, what items they have recently digged, and what they have marked as their favorite items.

Another important aspect of this Digg Labs stack is the use of color to show the popularity of the item, based on the number of diggs it has received. On the popular stories tab, the color scale is from gray to green, with the most popular stories shown in bright green. On the newly submitted stories tab, the scale is gray to red. This color scale is used both for the bars and for the story titles on the lower portion of the screen.

This is another way to show an impressive amount of information in a small amount of space. As Tufte proclaimed in 1983
: “Above all else show the data”. He called for designers to use high data-ink ratios. That is, to have as much ink as possible devoted to data, with minimal ink used for non-data information such as legends or charts, where the non-data ink is deemed unessential to the overall design. One way that Digg Labs stack uses this principle is by combining color and length. It is possible to have a line that is less popular (and thus gray) but be very long in length. This is because users are digging the item frequently over the amount of time that passes while the application is running, even though the total amount of diggs since its creation might not be very high compared to other items.

Another nice feature that is done with the user in mind is the ability to pause the application while accessing certain types of information. When the user clicks on an item to see more detail, the application disappears, literally, behind the newly opened window. The user also has the option to force the application to pause as needed by clicking on the pause button (which is just a metaphor of the well-known pause symbol). As Mann wrote: “When using metaphors in software system design, a central goal is often to control the complexity of the user interface by exploiting specific prior knowledge that users have of other domains” (p. 51). This ability to pause the application at any time gives the user a feeling of control over the information they are seeing, and the users are told how many diggs are waiting to be shown when the application is unpaused again.

When the user clicks on either a bar or an item title, he is taken to a description window which has further information about each item. This includes the amount of diggs the item has received in total, who submitted the item and when, and the topic the item has been placed in (politics, entertainment, etc). Yet what is most important in terms of information visualization is a bar graph which charts how many diggs and comments the item has received within the last 48 hours. Just like in the main visualization window, the length of the bar indicates the amount of digs each hour. Using the vertical line as the x-axis, the digg bars travel upwards in length, while the comment bars travel downward, like mirror images.

In terms of the infovis toolbox’s interaction chart, Digg Labs stack allows for direct manipulation by the user, both in the aforementioned ability to pause the application and in the ability to “zoom in” and show less stories with higher-width bars (with the use of a dynamic slider). There is immediate feedback with this tool, as it tells the user how many diggs are stacking up while the application is paused. There is also immediate feedback when the application deems that it has been running for an extended amount of time – a pop-up window appears stating that the tool has been paused to prevent “clogging” of diggs in the pipes after about 30 minutes of continuous use. In other words, the designers were cognizant of the fact that some users might begin the application and then walk away, forgetting to close out of the window. This puts a slight strain on the server, since the information given is in real time. If the user is still watching the stacks, it is simply a matter of pressing the button on the pop-up to restart the application once more. As I have hinted at, there are details-on-demand, as the user can click on an item and learn more about it in a new pop-up window. One thing that this application does not have is focus+context. When the user clicks to get more information about an item, the main window’s context disappears until the new pop-up is closed. 

In terms of the information density part of the toolbox, I believe that this application goes a long way to maximizing the data-ink ratio of Tufte’s. The only extraneous information given on the screen is a navigation bar allowing the user to switch back and forth between Digg Lab’s different types of research (swarm, bigspy, arc, and pics are the other four labs), a link back to digg.com, and a link to download Digg Labs stack as screensaver for both Windows and Mac (in which they use the Windows and Mac icons as metaphors to save space and “ink”, rather than the words “Windows” and “Mac”).

In terms of perceptual coding, the most important elements for Digg Labs stack is the use of motion, color, shading, and size (in terms of the length of the bars presented). There is also a distinct shape (a bar), but that does not really affect this application. There is no proximity, because everything is similar to everything else, so you cannot say similar things are grouped together. There would be a sense of containment, except for the fact that the bars are ever increasing in size as the diggers fall on them from above, so they are not really “contained” within one shape or length.

SpaceNav

The second tool that I will look at is from the “size” cluster I have developed. It is called SpaceNav
 and shows the popularity of del.icio.us tags in relation to other tags. The first thing I noticed with this application is that it is not nearly as user friendly as Digg Labs stack. It is highly recommended that a user reads all of the tips found at the bottom of the page – there are some things listed there that the average person might not find while just messing around.

The use of size in this application is the easiest thing for a user to understand; the larger the tag is, the more posts that have been tagged with “3D”, for example, the larger the radius will become. This is highlighted by text at the top of the screen which tells how much of a percent the tag is when you combine all tags used. There is also text which states the percentage of relatedness of that tag to other tags. For example, the text reads “Library used for 11%. Related to 24% of tags.” I would argue that the first percentage is not a good use when a designer is trying to maximize the data-ink ratio, as the size of the circle is already an indicator (although only approximately) of how much the tag is used.

We can also tie in the ink-data ratio statement with the user’s confusion over what this tool is supposed to do. Almost half of the screen (admittedly, the bottom) is taken about by explanations of how to use this tool. In contrast, Digg Labs stack used barely any explanation, but used well-known metaphors (such as the pause symbol or a question mark) to convey information to users.

Where this product really fails to help users is the realization that even reading the help at the bottom of the screen might not be enough to understand what the tool is trying to do, but it might be frustration that this tool is only a prototype and not a full-fledged visualization application. It would be nice, for example, to see the posts themselves, or to get more information when you click on each circle. There is a big difference between this tool and the one that I covered at the start of this paper. There is no immediate feedback, generally, to help guide the user. The organization and connectedness of the tags is not as self-evident as one would hope. 

While the use of color is eye-appealing, the reasons for using color are not apparent, except for the obvious choice of making the currently selected tag green. When you hover over a tag, some of the surrounding tags are blue (which means that there is a connection between the tags) while others are grayed out. Perhaps this means that there should be no connection between the tags, but the user is left feeling confused and wondering why these grayed-out tags are shown at all. 

One interesting feature that I like about SpaceNav is the use of exploration paths to show the user where they have already been and what tags they have already clicked on. As the user clicks on more and more tags, a white line forms underneath the current viewing field (which is transparent enough to still show the lines underneath). Each type the user clicks on the center of another tag, the white line links to the new spot, effectively showing the user where they have been. He can click or hover on the “hubs” of the white line to see what tag was there that he looked at. This feature allows the user to “berry pick”, a notion by Marcia Bates that Hearst explained here: “the users’ information needs are not satisfied by a single, final retrieved set of documents, but rather by a series of selections and bits of information found along the way” (p. 264). The SpaceNav feature that I have described allows the users to visualize where they have been, and to access the queries that they have already asked the system to show. This is a useful tool to help users in their search for information in the context of del.icio.us tags.

There is some direct manipulation used in this application, even though there are not many pop-up windows to speak of. Users can use their mouse to “drag” the viewing field, thus allowing data which is to close to the edge to be pulled closer to the center. A user can also use his arrow keys to move the viewing field around. Coupled with the use of the shift key, this would allow the user to zoom in and out (when they use the up or down arrow keys). 

Another way that users can directly manipulate the information that they see is by dragging the tags on the left side of the screen to the tab that states “Drag tags here to select go!”. This is one part of the application where color is handy for users to see. Dragging the tag to the go button tells the application to show all tags that are related to the selected tag. Those that are appear in a shade of red. The main selected tag is a darker shade of red, while the related tags are a lighter shade of red; there is no real use of ‘shading’ to speak of, in terms of perceptual coding and the infovis toolbox. 

Relation can be shown in one other way with SpaceNav. If the user clicks on the selected tag, the tags are regrouped by relation, with the tags that are further away less related to the selected tag. The user can also check Tufte’s lie-factor as the related percentage is given on the top of the screen. Clicking the main tag again causes all tags except the main one to disappear, which is good for seeing the interaction path that is normally mostly hidden by occlusion another the other tags. Clicking the tags a third time will bring the user back to the beginning layout, which is to have the tags arranged in a circle around the main tag, with all of them the same distance away, regardless of size or relation. I would argue that it would be better to have the default set to “highly related tags are closer”.

 One thing that SpaceNav does reasonably well is the animation and the animate shift-of-focus. The application has to regroup dozens tags quickly every time a user clicks on them, and make sure the shading is correct to show that some tags are beneath other tags by virtue of occlusion. As Robertson et al wrote: “In order to maintain the illusion of animation in the world, the screen must be repainted at least every 0.1 second”. This is one of the three time constants that Robertson et al. stated. Another constant that comes into play for SpaceNav is the immediate response time constant; the re-shifting of the tags into place takes about one second to complete. Robertson et al wrote: “If the time were much shorter, then the user would lose object constancy and would have to reorient himself. If they were much longer, then the user would get bored waiting for the response”. As I said above about Digg Labs stack, the use of fancy flash animation of the bars being created and pushed to the left side of the screen serves nicely to distract the user while the program initializes. This helps to keep the user from getting bored.

Looking further at the perceptual coding toolbox, I would argue that along with connectedness of the circles and the navigation path as laid out by the user, there is a form of closure and containment that is at work. Because of the shading of tags which work as depth cues for the user, it is obvious for the user to see when one tag ends and another begins, and thus the user is able to see where they should click to bring that tag into focus. To some degree there is motion, in terms of the animation that is presented to the user to tie all of the information together. There is proximity in relation to related tags; highly related tags will naturally be closer to one another in some aspects of the application. On this tool, there are no dynamic sliders to let the user control the amount of information that is being presented. 

TagGraph 

The third tool that I will look at is from the “connectedness” cluster I have developed. It is called “Tag Graph”
. Its main purpose is to navigate Flickr tags. There are two ways to begin, either by entering the username of a Flickr user, or by entering a tag name. There are even two example starting points provided by the creator to help the user who is undecided about what they can enter as a starting point. These two examples involve two colors; images which are tagged ‘green’ or ‘red’ can be shown. 

With my not being really familiar with Flickr users, I decided to go to flickr.com and try and find a random user. I ended up using the tag “dogs”, which brought me to the user mngl. I noted that there was a particular image of a Pomeranian and then returned to taggraph.com (I later found this image on taggraph.com). From there I entered the username mngl and was presented with seven images (the default amount returned in the beginning). From there my choices were a) more images and b) related tags. The second choice would show the tags of the seven aforementioned images. 

One good aspect of this application’s design is the use of the zoom option to give the user some relief from the crowded look that this program quickly begins to take on. The nature of TagGraph is an almost exponential increase of information, because most pictures have more than the bare minimum of 1-2 tags. For example, one of the seven pictures had 11 tags. While all the information was valid, it could easily cause a user to suffer from info overload. The zoom option allows the viewer to zoom out and gain some perspective of the “big picture” and how the different images relate to one another.

However, when the user zooms out, it becomes that much harder to read what the tags are saying, although if he uses his mouse to hover over the pink tags or images, the yellow mouse-over box is still displayed with information; this box is the same size regardless of whether or not the display is currently zoomed in or out. One way that the designer could counteract this issue is by using focus-plus-context. As Robertson et al. wrote on page 68: “Rather than a uniform overview of a workspace, an effective strategy is to distort the view so that details and context are integrated”. In this way, the user could see the area he is focusing on in detail, but still see the surrounding context at much smaller/less detail. However, this is probably not an adjustment that would need to be made for this type of program, as if it was implemented it might not help as much as it would in other types of program such as long alphabetical lists or maps.

Another few smaller things that can go underappreciated but help with the overall flow of information is the ability for the user to “grab” the background screen and “drag it” with his mouse. This allows the user to reposition the information at a possibly better vantage point, such that more of the desired information is visible on the main page. One thing to keep in mind with this application is that there is no scrollbar to allow the user to scroll left/right or up/down, so using the mouse to drag is mandatory in this application. Another thing that it was possible to drag: the pink boxes. This included the main pink box, where the keyword is listed, along with the number of images with the tag and the two commands “related tags” and “more images”. It also included the tag boxes which listed the keywords used to tag the pictures themselves. Dragging the larger pink box allowed the information to be moved to another part of the canvas, while dragging the smaller keyword boxes allowed the information to be moved, but also had the side affect of acting like the user ‘clicked’ on it, as well, as the information is opened up after the box is moved to its new location.

With all of this talk about dragging, I feel it would be a waste to not comment on the animation that is present in this program. I feel in most situations, it works very nicely, although there are some cases where it could be improved. As I mentioned above when I spoke about the zooming mechanism, there are times when the user can quite easily go into information overload with this application, and I feel like the animation does not help this issue. As Robertson et al wrote, animation needs to be “repainted” about every 0.1 seconds, and the immediate response time needs to be about 1 second long. However, for some tags, when I click on something and the graphs are redrawn, some of the tag groups ever so slowly meander around the edge of the graph. Yet sometimes these movements extend for over 33% of the edge of the “circle”, such that it feels like I am waiting over 8-9 seconds for the movements to stop. The path that the animation takes sometimes does not feel like the most direct path, and I feel like the animation is sometimes drawn out, if by design or accident.

On the subject of connectedness, however, one thing that is nice for information visualization is that the program does not just show the connection lines between the tag or image that the user calls up, but it also shows how the images are related to each other. For example, if the main tag is china, and the user clicks on one of the related images, that image will separate from the main group, showing all of its tags, which will then connect to whatever images are applicable within the entire group. This tends to create “off to the side” groups of tag swarms which allow the user to see the relationship between the two groups of tags, and to see how separate images might have one single tag in common, but otherwise might be vastly different.

As a user, some of my wishes for this application are that it would be nice if when the user hovered his mouse over an image, a pop-up would appear showing all of the tags of that image, so he would have an idea of what tags will be displayed before he clicks on the image. This would prevent opening up displays that the user has, in reality, no interest in. Another small thing is I wish there was a way to “start over” or return to the homepage easily. Currently a user would have to retype the URL into the address bar or hit the back button, which is a few extra unneeded steps.

Another thing that I wish was possible with this program is the ability to compare two or more users. Right now, a viewer can look at one user’s photos and compare the photos to other photos from the same user. The viewer can also look at everyone’s photos, but this tends to cause the system to crash and return odd errors when there is too much information displayed on the screen. For instance, the tag “china” returns about 2,500,000 million images. When a user displays about 35 images and then asks the system to show the related tags for each and how it all connects together, the system tends to freeze up and become non-responsive. The last time I did that, I was given a nice long error in complete gibberish that made no sense to me, beyond the fact that I was probably overloading the system too much. But to be able to compare two or more users – that does not have as much potential to crash the system, depending on the users that are picked.

If we take a moment to look at the infovis toolbox, besides connectedness, some of the other aspects that are important in this visualization include proximity (to some degree), as the tags are grouped together. There is also direct manipulation with the images and tags, and there is immediate feedback, either as the graph redraws itself or the program comes back with an error, even though the feedback from the error is not the most comprehensible. The displays are also linked, because clicking on one image effects the entire graph and forces it to be with redrawn with the new parameters.

I would have to say that would this application, lie factor is not an issue. I also feel like the designer has maximized the data ink ratio appropriately. There is not a lot of “ink” that is used for explanation; most of the “ink” is used to show the raw data. As mentioned above, there is zoom, although it is not considered semantic zoom because the only thing that is changing is the size of the details, and not the type of details shown. This zooming feature is activated by the use of a dynamic slider, which is the only slider used in this experiment. Size, shape and color, normally big parts of information visualization experiments, do not play much of a part in this experiment. Shape and size is determined merely by the size/shape of the image, and color is not used to denote differences between the differing types of data.

Tying it all together – tagging in libraries

These three systems (Digg Labs Stack, SpaceNav, and TagGraph) are examples of social tagging and folksonomies across the web. But what about narrowing down the field to talk solely about how tagging is used within libraries by the patrons themselves? What benefits can one see from using tagging in this setting?

For this paper, the first library site I decided to use was Plymoth State University’s website. There they featured Lamson Library’s catalog
 which uses Scriblio which is a free open source OPAC design. The web page looks a bit like it is aiming for Web 2.0. For instance, the user enters the catalog and finds a title that he likes. The book’s webpage has the option to subscribe to the page via RSS feed or to bookmark it. You can also bookmark the page and show it off at such sites as del.icio.us, facebook, digg, stumbleupon, technorati, etc. You can ask for an RSS feed for comments on each individual post (page), comments across all pages, and an RSS feed for any newly added post (page). Users also have the option to text the book information to their phone, and the option to see the book as displayed on Google Books.

In terms of the tagging system used in Lamson Library’s webpage, common tags include categorization tags (for instance, juvenile literature or picture books for children, biography), author tags, subject tags, and location tags (for instance, Great Britian). Clicking on a specific tag will bring up all items tagged in the same manner. Another appreciated way that users can organize and display information is by the use of “facets”. If the user searches for a keyword in the left search box, they are presented with all of the books which match their search term. This OPAC goes one further, however, and gives the user ways to narrow their subject down by terms found in the right sidebar. Clicking on one of these terms produces multiple facets of search terms which are displayed at the top of the screen. The user is then given the option to review the facets and decide if he wishes to remove any.
This type of system is considered a social OPAC, in that the users have more ability to work with the information (by leaving comments, joining RSS feeds and participating in social bookmarking in the sites I listed above). On the other hand, there is an element of Web 2.0 (or Library 2.0, as it were) that is missing. For one thing, from what I can tell, the users cannot add tags on their own – the libraries add all of the tags to the items, probably at the time of adding the item itself to the catalog. There is also not a lot of information visualization in this system – at least, the information that is visualized refers to a single item, and does not show large groups of data in one page. For that, we move on to SOPAC Tag Cloud
.

SOPAC Tag Cloud

SOPAC stands for Social OPAC
 and is part of Ann Arbor District Library. This web site is more inline with where Web 2.0 wants to be – connecting users together in social networks. What drew me to this web site was finding a tag cloud page, which showed the 500 most popular tags used in AADL’s catalog. In true information visualization fashion, the more popular tags have a greater size, which allows the user to find the most popular tags quickly. It is not surprising to say “fiction” is the most widely used tag out there, along with science fiction, anime, and fantasy. Tags which are less popular tend to fade into the background, as I would estimate that about 475 of the tags are the same size. This is acceptable, though, because the list is in alphabetical order and thus it is not that hard to search for random tags a user might recognize.

One way that users can visualize the information presented in this catalog is by the use of lists. AADL provides three lists on the right hand side of the screen, including the top ten tags, the top 10 most recent tags, and my favorite: ten random tags. What better way to invite social networking then by allowing the user to go off on tangents they might never have explored? Refreshing the page brings back ten new tags, which allows the user to delve deeply into the library catalog without needing to have knowledge of what tags they are searching for. Another way which AADL uses the list function is by displaying the ten most recent reviews and ten random reviews of items within their catalog. Users who are signed in and have an account with the web site can add tags, post reviews, comment, and rate items. Users do not need to have an AADL library card to create a web account.

It is nice to see tag clouds used in libraries to give patrons a sense of what types of materials are out there. It would be nice, also, if libraries could work on information visualization programs like TagGraph. Except that the patron would not be visualizing Flickr images, but rather the images of the cataloged items. How do library materials relate to one another? How are tagged items connected? In the first library website that I showed, or Lamsen Library’s catalog, the system gave book recommendations about related books. What if patrons were able to see how those relations in a more visual format, and not just in lists?

Or we can take it one further and ask ourselves if a library review system more akin to Digg Labs stack would have a place in our society. Although it would not be in real time (as reviews of cataloged materials do not come in as quickly as digg’d websites), the user would be able to see information visualized over the last few weeks or months, and be able to quickly ascertain which items get the most reviews and also which users give the most reviews (and the quality of that user’s reviews). In other words, we can take folksonomy visualization websites which already exist (Digg Labs stack, TagGraph, SpaceNav) and try to alter them slightly for use within libraries, such that patrons are able to display larger amounts of data in quicker, cleaner ways – the ultimate goal of this course and information visualization in general. 
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