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learly, the presentation method for infor-

mation retrieved from the global infor-
mation infrastructure (GII) makes a big difference to
users. The NCSA Mosaic interface, for example, with
its point-and-click multimedia page presentation,
swelled popular interest in the World Wide Web. This
'xperience suggests the possibility of increased useful-
ness if we apply visualization techniques to informa-
tion retrieved from the GIL

Note that, although the term “information visualiza-
tion” is coming into use, the goal is really “information
perceptualization.” The latter implies a richer use of
many senses, including sound and touch, to increase the
rate at which people can assimilate and understand
information.

In discussing the visualization of retrieved informa-
tion, it helps to consider four functional levels: (1) the
infosphere, (2) the workspace, (3) sensemaking tools,

1d (4) the document. This simple classification lets us

:parate the functions served by the visualizations from
the techniques themselves, which can be applied across
functional levels.
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Infosphere

The infosphere (variously called the docuverse or
docuspace, or sometimes just cyberspace) is the reach-
able space of information sources, largely databases and
documents. Of course, a visualization of the infosphere
does not presuppose that all elements in the space are
visible at one time (especially given a space the size of
the GII). Logically, the infosphere includes repositories,
places where collections of information reside. Whether
this structure is represented in the visualization is a cur-
rent research issue.

How might we visualize the infosphere? The galaxy
visualization method of Battelle Pacific Northwest
National Laboratory' uses multidimensional scaling of
the similarities between documents (based on the cor-
relation between their vector representations) to plot
one point in Euclidean space for each document. These
points form a semantic scatterplot. Similar documents
tend to lie near each other, although the axes of the space
aren’t always easy to interpret. The galaxy can also be
projected onto a plane and elevation used to code fre-
quency of mention, forming a semantic landscape of doc-
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Special Report

1 The Web
Forager, which
provides a
dynamic 3D
workspace.

2 With 3D
rooms, users
can either
occupy a space
or get an
overview of all
the space.

3 The Film
Finder.

uments (see Figure 2 in Gershon's section of this report).
Ironically, a system with a similar name uses an
almost opposite approach. The Galaxy of News system®
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creates a semantic space of news sto-
ries whose visual structure is not
fixed, but changes as the user
moves. The user sees an arrange-
ment of words derived from the
news stories. Zooming in on a par-
ticular word causes other words,
representing finer classifications of
the story, to appear. The user zooms
towards the relevant word, and yet
more words appear. Words previ-
ously rejected may appear in the
context of words now selected, tak-
ing on new, nuanced meanings.
Although the user experiences a
space, there is no stable space—
what is stable is the path.

Feiner’s “worlds within worlds”
method® for multidimensional data-
bases falls somewhere between
these two. In his technique, a six-
dimensional object, say, is plotted by
having a new coordinate system for
the last three dimensions sit inside
the coordinate system for the first
three. Benedikt* proposed repre-
senting the entire infosphere in a
similar manner.

Other methods tackle how to rep-
resent parts of the infosphere. In
contrast to the representation of
documents as points or clouds in a
multidimensional space, Kohonen
maps divide the available space into
semantic regions.” Or, instead of
using spatial coordinates, docu-
ments can be visualized as linked
graphs or trees in two or three
dimensions, as in the Narcissus sys-
tem.® Even more radically, the nodes
and links can be projected onto a
non-Euclidean landscape. Lamping
and Rao’ recast a linked network as
a tree, then plot the tree in hyper-
bolic space. As the user traverses the
landscape, parts of it appear to
enlarge and shrink according to dis-
tance from the user.

Workspace

A workspace is a collection of
objects whose access is arranged to
make relevant tasks efficient.
Workspaces allow multiple objects
to be compared and grouped or
combined. The design of a work-
space induces a cost structure over
it, that is, a set of times associated
with accessing and manipulating its

objects. Visualization methods can improve this cost
structure by enabling more information in a display, by
increasing the information-carrying abilities of periph-
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eral parts of the display, and by shifting load from slow-
er cognitlve to faster perceprual processes.

Figure 1 shows one version of a dynamic 3D work-
space, the Web Forager.” The 3D perspective allows
more objects in the space, and a gesture interface per-
mits rapid interaction.

Figure 2 shows another technique for building infor-
mation-intensive workspaces. The workspace divides
into “rooms” corresponding to user information work-
ing sets,” such as projects or clients. Information can be
in more than one room ata time, and the user can either
occupy a space or get an overview of all the space.

A workspace can also be based on zooming, as im
Pad+ +." Large amounts of information can be placed
in the workspace by making them very small.
Visuahzation techniques help present objects in a way
that provides information across large zoom scales.

Yet another technique provides a different scale for
the center and the periphery of the workspace. In
Spence and Apperly's bifocal lens,'" the sides of the
workspace are horizontally compressed to hold more
information.

Finally, considerable research involves basing work-
spaces on more literal geometric spaces through VRML
(the Virtual Reality Modeling Language).

Sensemaking tools

Sensemaking tools help users understand informa-
tion by associating and combining it. They re-represent
retrieved information to make patterns visible, or they
allow the construction of new information patterns from
old. One type of visualization is a clever static view, such
as Spoerri’s “information crystal.”*? This method, an
elaborate form of Venn diagram for information
retrieval based on Boolean queries, allows the user to
see the patterns of hits for many terms. Another exam-
ple. the VIBE system,'’ uses word frequencies to posi-
tion a moderate number of documents (50 to 120)
relative to a small number of spatially-positioned, term-
defined points of interest.

A second type of visualization, a dynamic view,
changes in response to user action, either by culling, by
movement, by distortion, or by altering visual proper-
ties. For example, the Film Finder" employs culling (see
Figure 3). The user moves sliders to indicate values of
interest for actor, director, and length of a movie. Movies
not meeting these specifications are visually culted as
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the slider moves. Those movies that do meet the criteria
are plotted in a scattergraph of rating by year The user
can click on dots representing movies to get details.

Examples of dynamic movement and distortion
include the cone tree and the perspective wall. The per-
spective wall is a variant of the bifocal display, but it uses
perspective instead of direct scaling to reduce the size
of elements outside the focal area. The cone trecisa 3D
tree that articulates to bring forward into focus those
position nodes the user touches. The tree can be culled
manually or automartically to show only items of inter-
est. [n the fish-eye version of the cone tree, an algorithm
based on Furnas’s work'® expands only those parts of
the tree related to some target node.

The cone tree can be applied to a portion of the World
Wide Web infosphere by recasting the hinks as a tree
according to a traversal algorithm Figure 4a shows a
cone tree of 20,000 nodes representing the internal
Xerox WWW. Figure 4b shows the same tree after apply-
ing the fish-eye techniques. When the users touches
some node in the tree. the parts of the tree rotate, ele-
ments around the touched element grow, and less rele-
vant parts of the tree shrink.

Sensemaking often benefits from visualization tech-
niques that let the user both span large-scale factors and
use coloring, position, or other visual attributes to pre-
sent classifying information. In large scale, these visual
atrributes form patterns quickly detected by the eve. The
SceSoft system' (sce Figure 5) allows a user to view
more than 12,000 lines of code. Colors represent how
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6 WebBook
being fanned so
that the user
can rapidly
examine a
group of related
WebPages.

7 TileBars.
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recently the code was modified, but could also repre-
sent programmer or department. Brushing the recency
scale highlights the appropriate lines in the code text
display. The figure also shows a separate inset window
of code (a focus display) associated with the selected
segment of the overview display.

Rather than having separate focus and context dis-
plays, detailed focal information can be integrated with
ascaled display, as in the Table Lens system."” The Table
Lens permuts the display of a matrix, such as a spread-
sheet, up to 100 times larger than would ordinarily fit
on the display. The matrix can be sorted by column and
manipulated with other techniques to reveal patterns
in the dara.

Visual representation of the matrix of correlations
between word co-occurrences or other structural para-
meters of text form the basis for a number of systems.
Gershon et al., " for example, count the co-occurrences
of words in a set of documents, then rearrange the
matrix to give clusters.

Document

Finally, consider visualization of individual docu-
ments. which, for our purposes here, are the elemen-
tary units of retrieval. Documents may be large and
themselves have structure.

The WWW 1s currently organized as pages. An obvi-
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ous step is to create entities at a higher level than the
page. The WebBook® (see Figures 1 and 6) arranges
pages into a simulated physical book. This lets users do
the most elementary operation of sensemaking: group-
ing. Instead of waiting for each page on a hotlist to be
accessed, users can access pages immediately, even fan
them for rapid scanning (as in Figure 6). One of the best-
known document visualizations, Superbook, " lets users
turn existing text into an indexed hypertext book with
a fish-eye table of contents.

Text can also be visualized as long strips, decorated
in some way to show content. We already saw this in
Figure 5. Another version, Hearst’s system of TileBars™
(see Figure 7), divides the text into equal blocks. The
user inserts query terms, and each block on a strip dark-
ens according to the frequency of those terms in that
block, each term being associated with a different line
on the strip.

Visualization and user interfaces

The research summarized here suggests how to
improve the human interface to the Web. Whereas
browsers currently show only a single local node, they
could be given a visualization of the infosphere with
landmarks. Instead of a single page, they could be given
avisualization of a workspace of multiple pages to com-
pare and combine. Furthermore, they could be given
visualization sensemaking tools for analyzing and inves-
tigating the information. Finally, instead of a single
page, they could be given visualizations of compound
documents and other abstractions. [nformation access
isa “killer app” for the 1990s. Information visualization
will play an important role in its success. |
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